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INTRODUCTION -

¢

Technical change, for all the good it does for society, is not an o

unmixed blessing. Though it leads to the development of useful new 1
products and new production processes, it may impose hardships on those ;.

who use old, and no longer efficient, methods or produce products that
are no longer wanted. Workers can gain as their industries remain
competitive with foreign producers of similar products. As consumers,
they also gain from increases in productivity; they are able to buy
things at lower prices. But if workers cannot adapt to new production

methods and lose their jobs as a result, they can end up as net losers.

o1
GO

,w_,:>y —In this paper; we presentestimates of what effect technical change

had on labor demand from 1958 to 1977 in two important U.S. industries
~-steel and autos. Both of these industries have, over the period
studied, experienced technological innovation; new methods of production

have been developed and introduced. At the same time, their employment

experience has been mixed. Employwent grew over the time period in the

auto industry, but fell in the steel industry. This kind of mixed
pattern makes it difficult to relate technical change and employment.
Technical change might have decreased employment by displacing workers
with new machines and equipment, or it might have increased employment

by helping to keep these industries competitive in world markets. <§%—
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We measure the first effect, the direct substitution of machines
for people in production as the percentage change in labor demand when
technology increases by one unit. It is a "partial” effect in the sense
that other variables that might affect employment are being held
constant. There is also an indirect effect: Technical change lowers
the prices of industry output, which, holding other things constant,
leads to greater output. This, in turn, raises the demand for labor.
Summing the partial and indirect effects gives a more complete

accounting of the total effect of new technologies.

To model the effects of technical change, we use a transcendental
logarithmic (translog) cost function. We focus on two methodological
issues. The first is to distinguish the effects of technical change
from the effects of scale economies. Though scale economies have not

been totally ignored in the literature, ‘we show why their measurement is

particularly important in time-series applications where input

adjustment is usually less than instantaneous.

The second issue is how "technology"” can best be summarized in a
single time series variable. Typically, a time trend is used to repre-
sent smooth, undifferentiated changes in technology. To the extent that
changes in technology do unfold gradually, the time trend's simplicity
is an important attribute. On the other hand, if technical change
occurs in discrete "jumps,” it may cause sudden shifts in the demand for

inputs like labor. We therefore constructed direct measures of “new
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process innovation” in each industry. These measures were designed to
capture the timing with which new types of machinery or equipment have
been adopted. We then compared the results of estimation using the two

alternative measures of technology.

THE DEFINITION OF TECHNICAL CHANGE

Technical change is related to both new process innovation and

productivity growth. For this study, we adopt the economist's standard -

definition of technical change: a shift (or rotation) in an isoquant so
that, at constant factor prices, different factor amounts are used. The
definition of process innovation, on the other hand, is less formal. It
refers to changes in techniques such as the adoption of the basic-oxygen
furnace and continuous casting in steel and "Detroit automation” and
industrial robots in the auto industry. The adoption of a "new” process
is defined'to be a technical change, however, only when it lowers cost

at fixed factor prices.

Productivity is defined as output per unit of input. It is
sometimes attributed to a single factor--for example, labor--but in this
paper, we consider all inputs together and measure total factor produc-
tivity. Growth in productivity can come from two sources: technical

change and scale economies.

The degree to which scale economies are important depends upon the

relationship between changes in industry cost and changes in output. It
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is often assumed that, for an industry in long=-run equilibrium, returns
to scale are constant (CRS), which means that cost and output change
proportionately. I1f the CRS assumption is correct, scale does not
contribute to productivity growth and the rates of productivity growth
and technical change are equivalent. We will show that whether or not
the assumption of CRS should be made depends crucially on the particular

situation being studied.

RELATED WORK AND THE ISSUE OF RETURNS TO SCALE

Many previous studies have assumed that cost is characterized by a
#ranslog function in which all inputs are perfectly variable, i.e.,
inputs are assumed to adjust to their optimal levels instantaneously.
Translog models have been used in both time-series* and cross-section**
studies, and their use has become standard in studying technical change

and productivity growth.

The cost model approach, regardless of the type of application,
p does seem to distinguish adequately between factor substitution and

9

o

E,,. technical change. That is, we can tell if we are observing an inward

shift in the position of the isoquant, with fixed relative factor

:
1
|
{
1
1
|
Al

* Examples of studies that use industry time-series data are Berndt and
Khaled [5], Jorgenson and Fraumeni [l7], Mohr [23], Moroney and Toevs
[25], Moroney and Trapani [24], and Wills [33].

*%* Examples of cross—section studies, including pooled samples (cross-
section time series) are Gollop and Roberts [14, 15]; Christensen and
Greene [11]; Stephenson [28]; Friedlander, Spady, and Chiang [14]; and
Karlson [19]; the latter paper is a model of the integrated steel
industry.
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prices, or a movement along the same isoquant in response to changing

relative factor prices.

In contrast, the issue of scale economies makes the distinction

-

between cross-section studies and time-series studies an important ﬁ
one. In cross-section studies, CRS is not assumed; instead, returns to
scale are calculated from the parameters of the estimated econometric
model. Typically, these studies find returns to scale are nearly

constant (i.e., the scale elasticity is close to omne).

The degree of scale economies relates directly to the shape of the f?
average cost curve. The finding of constant returns, using a cross sec- E
tion of firms, therefore implies that firms producing twice the output .:i
of other firms in the industry do so with twice as many inputs (and g
equivalently, costs go up proportionately with output). :j
d
A
£
Though the finding of CRS may be valid in cross-section analysis, fi
assuming it in time-series estimation of an industry cost model is more ?
questionable. As firms within an industry respond to changes in output, 3

the corresponding changes in their use of inputs will depend upon the

2 costs of adjustment associated with each. For those i.puts whose

ég adjustment costs are low (e.g., materials) we would expect that changes -
a_ in demand are proportional to changes in output. For other inputs E
E- (e.g., capital), ad justment costs are likely to be high, and so we might ‘
;q expect these inputs to adjust less than proportionately with output. E
: '5‘ '
b 3
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This tendency to partial ad justment of inputs whose ad justment

M, T T R P

costs are high is reinforced by the cyclical nature of output changes.

el . %%, 7.

.

To the extent that output changes are transitory, firms will tend not to

L

ad just those inputs with high adjustment costs; they will make major
changes only in response to output changes that are expected to be long
lasting. This phenomenon is often called "factor hoarding™; it refers
to a firm or industry holding on to certain factor inputs in the short
run even when output falls because it will be too costly to obtain
equivalent inputs later when output recovers. An analogous situation
holds for output increases; the firm refrains from obtaining certain

“"expensive” inputs until it is sure that output will remain high.

Because of this, time-series estimates of the scale elasticity must
be interpreted with care. As in most translog studies, our model
ﬁ. assumes that all inputs are perfectly variable. A scale elasticity less

- than one, indicating increasing returns to scale, could result, not only

from the existence of true scale economies, but from the fact that we -
. use annual data that may not reflect true, long-run ad justment. The
presence of quasi-fixed factors, however, will lead to findings that

conflict with the long-run equilibrium assumptions. While the model

Pt

cannot choose between scale economies and fixed inputs as competing
explanations, the approach we take allows us to identify the individual E

inputs that do not adjust proportionately with output. We interpret a

MRS S0
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L

finding that capital, for example, does not adjust proportionately as
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implying that capital is a quasi-fixed input. The issue is not just an ]
econometric fine point. Since we are interested in determining the .:
“pure” effects of technical change on input demand, it is important to AE
separate these effects from scale effects. To the extent that certain '
factor inputs do not ad just with output, and CRS is assumed, computed

rates of technical change will be overstated.

THE COST MODEL AND INPUT DEMAND

The cost function approach to modeling technical change begins with

a cost function for each industry - 4
by
C=FP, QT (1) B
1
b
where
P = vector of (exogenous) input prices R
Q = level of real output in the industry K;

T = measure of technology in the industry.

To derive the relationship between productivity growth, scale k4

economies, and technical change, we begin with the change in cost over

time. The components of the rate of growth of total cost are obtained

:‘ by differentiating the logarithmic form of equation (1) with respect to
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time (t),*
dinc _ % atnc 4°%i  a1ac alnq , alnc 4T
dt 4=y OlnP  dt 3alnQ dt T dt °

Substituting V; (the share of the ith input in cost, from
Shephard's Lemma) for 3lnC/31nPy, VQ (returns to scale) for
31nC/31nQ, and -Vy (the negative of the rate of technical change)

for 31nC/3T gives:

dlnP

n
dinC _ i dlnQ _ 4T
dat ! Vi = *% e " Yrae (2)

i=1

The rate of growth in cost is composed of the weighted average of the
rates of growth of input prices, the scale weighted rate of growth of

output, and the rate of cost reduction due to technical change.

Since total factor productivity growth (Vg) 1s defined as the
negative of the change in average cost (with input prices held
constant), we can use equation (2) and derive the following expression:
dlnqQ dT

dt + V.r a- . (3)

VG = (1 - VQ)

If we were to assume constant returns to scale, that VQ = 1. then

dT

V,r I the rate of technical change, and V;, become equivalent. If

h,ffrr —T Y
’ -
.

f e A et Ve e e ta oot wadl. il

* We will use T to represent technology for both the time trend and
direct measures of new process innovation. The variable t will
represent movements over time in all variables.
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VQ is really not equal to one, that is, returns to scale are either
increasing (VQ < 1) or decreasing (VQ > 1), then the rate of technical

change will differ from total factor productivity.

The Empirical Cost Function

We approximate equation (1) with a translog cost function:

1
InC = ao + ZiBilnPi + BanQ + BTT + = EZYijlnP

3 InP. +
1j ]

lnPian

i 1Yiq

1 2 1 2
+ ZiYiT(lnPi)(T) +3 YQQ(an) + YQT(an)(T) + 5 Ypp T 0 (B)
To derive the effects of input prices, scale, and technology, we

differentiate equation (4) with respect to logs of input prices and

output and the measure of technology. This yields the following:

Vi = 51 + EjyijlnPj + yinnQ + YiTT , 1i=1, v, n (5)
and
W=V g%%g - Vr %%
= [BT + ZiyijlnPi + YQanQ + YQTT] 2%%Q
- [3T+ ziYiTlnPi + YQTan + YTTT] . K (6)

* The relationship between W and VG is given by

W o= dlnQ _ \V
dt G
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Equations (4), (5), and (6) made up the system to be estimated. As
usual, one input share was deleted to avoid singularity of the disturb-
ance covariance matrix. Since maximum likelihood estimation yields
results that are invariant to the choice of the deleted equation, the
iterative version of Zellner's “seemingly unrelated regression” model
was used to derive parameter estimates. Finally, to insure linear
homogeneity in prices as well as to take into account the adding up

condition, the following constraints were ilmposed on the system:

L8 =1

L%y T Mg T EyYyp =0 for i i=l..im

Input Demand

One of our objectives is to derive the effects of the exogenous
variables on factor input quantities* (as opposed to shares) and, in
particular, on the quantity of labor. The important relationships
between input demand and the.exogenous variables can be derived from the

cost and share equations.

* We denote input quantities by X, where {1 =1, ..., n. This
provides notational consistency with the representation of the ith share
and the ith price (Vi and Py, respectively). We will drop the subscript
notation later when we focus on specific inputs like labor.
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t(‘ We begin with the input demand equation; in functional form, it is —
)

analogous to the input share equation (5):

.
PYP U

o
X, = x]L (Pi, Pn, Q, T) 7

[

where the demand for €} is a function of all input prices output and

technology. Differentiating the log form of this equation with respect

heamaaulh wiramer )
e

[ to time yields ;
[ :
] ,
s dlnk, 1 dinP, d1nQ dT 4
(e & T J.zl 15 & T %iQ dt T ST at ®) &
where €,. (= 3lnX,/31nP,) 1s the cross price elasticity of demand (or
i

ij ]
the own price elasticity when 1i=i); €1q (= 31nX;/31nQ) 4is the input

N ST,

i - output elasticity, and ejp (= 3lnX;/3T) is the input {

-~ technology elasticity.

T

Equation (8) illustrates that, for example, the demand for labor

LTI SN A

will change over time as a result of (1) changes in input prices,

weighted by the cross (own) price elasticities for labor; (2) changes in H
output, weighted by the labor-output elasticity; and (3) changes in i
technology, weighted by the labor-technology elasticity. The product :
eLT(dT/dt) represents the change in labor demand arising from changes R
in technology. 1Its calculated value may be compared with the values K
representing changes in workers' wages, other input prices, and output Q
=

-11- :
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in order to determine its relative importance as a source of employment

change.

To derive the elasticity formula under the tramslog specification,
we begin by rewriting the definition of the ith input's share so that
the input quantity of labor is on the left-hand side, or X; = V;C/Py.
Taking logarithms and then totally differentiating the quantity of

input i with respect to time yields

dlnXi i} dani N dlnC _ dlnP1

de de dt dt *

(9)

The second term on the right-hand side was given in equation (2).
To obtain an expression for dani/dt, we differentiate the estimated

equation for the ith input share (given by equation (5)) and then divide

by V4, or
dt v,a&E T LT TE vV, dt TV &
Substituting equations (2) and (10) into (9) ields:
e R P A
i j# i
+(1£9.+v)d_h‘3+(Y_iz-v)£ (11)
Vi Q dt Vi T/ dt °

-12-
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Equation (1l1) provides the formulas needed to calculate the elasticities )

of equation (8).

DATA

For the empirical analysis we use industries defined at the 4-
digit SIC level. Steel is SIC 3312 (blast furnacés and steel mills);
autos is the combination of SICs 3711 (motor vehicles and car bodies)
and 3714 (motor vehicle parts and accessories). The primary data
sources were the Quinquennial Census of Manufactures and for intervening
years, the Annual Survey of Manufactures. From these sources, we dis-
tinguish four types of inputs: production labor (L), nonproduction

labor (N), capital (K), and materials. Aggregate materials have two

components: energy (F) and nonenergy materials (M). To measure F, we
used the value and quantity of BTU equivalents (for roughly three-digit

SICs, which we then adjusted) reported by the Department of Energy.

|
:

Cost and output were also obtained from the Census and Annual Survey
although, in steel, we used actual tons produced as reported by the

American Iron and Steel Institute.

IA;E aa'afe_asly

PRI UL U

The variables representing new process innovation required special

development. For steel, we focused on three new technologies: basic

~

oxygen furnace (BOF) and oxygen lancing in open-hearth furnaces, which

are important inn the steelmaking process, and pelletization of iron

-13-
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ore,* which involves concentrating the iron in ores. Pelletization has

made it possible to use low-grade ore in the initial iron-making process
and has greatly increased the capacity of blast furnaces.** Data on the
adoption of these innovations, published by the American Iron and Steel

Institute, have been combined into a single index, weighted by the

percentage that each is expected to reduce costs.

Technical change in the auto industry since World War II has
involved substitution of machines for workers in actual production
processes such as welding. To quantify the concept of automation, we
measure the stock of transfer machines, the basic unit of what is known
as Detroit Automation. A transfer machine performs several operatioms,
each of which would otherwise be performed at different stations on the
production line. Using data from a number of sources, including the

American Machinist and the Department Commerce's Current Industrial

Reports, we added up the number of transfer machines and adjusted the
total to take account of increases in the value of machines over and
above inflation. The adjustment was made to represent increases in the
complexity and size of the individual machines. The stock is measured

relative to the total auto industry capital stock.

* One other change, continuous casting, apparently is an innovation
whose cost reducing properties are likely to occur in the future (see
(13)).

** These furnaces reduce iron ore, converting it into pig iron, a molten
iron used in steelmaking.
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One other advance in auto technology, the use of robots to weld or
pgint car bodies and parts, or perform other menial or dangerous jobs,
is only now beginning to occur in significant numbers. The impact up to
this point is relatively insignificant, and so we have not included the

introduction of robots in our technology measures.*

EMPIRICAL RESULTS .
To describe the results of estimation, we focus on factor
substitution, scale, and technical change. All inputs are handled
analogously, that is, labor gets no special treatment. While the L
results for the other inputs are not all important, they help in

demonstrating the nature of cost and production in each industry, and

[z
[V B 2

they serve as a useful check on the model and its assumptions.

Empirical Results——Substitution Elasticities

Own price elasticities and the elasticities of substitution between
pairs of inputs are shown in table 1 for both the time trend and the
direct measures of technology.** Substitution elasticities and the
input-priqe elasticities discussed earlier are related in a simple way,

namely Uij = Eij/VA-

' . P I
Lot mtad a _‘L P VI X _".z.‘ N

sl

~
* One estimate of the expenditure on robots in the auto industry in 1
1979, "Robots Swing into the Arms Race,” Iron Age, July 21, 1980, was 'j
about $15 million. This compared to a total expenditure or auto plant g
and equipment (from Survey of Current Business) of about $8.3 billion. .

** Estimates were calculated at input share sample means also reported
in table 1.
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1 TABLE 1 ]

- OWN PRICE AND CROSS SUBSTITUTION ELASTICITIES
5 IN STEEL AND AUTOS, ESTIMATED WITH A TIME TREND
- AND A DIRECT MEASURE OF TECHNOLOGY
- Steel Autos
h Time Direct Time Direct
Elas ticitz trend measure trend measure '
t ] eLL -030 -026 -017 -.47
3
t. eNN ‘076 -073 ".67 -074 "—“
g ERK -.10 -.07 -.16 -.53 AJ
E €FF -.02 -.05 -.49 -.57 B
3 : 4
?" ew -016 -012 -c08 -018 21
‘ OLN 3.22 3.90 6.15 5.11
OLK ° -04 “e 10 “e 54 060 ;
e 4
F.,_ oLp -.20 -.28 1.00 -3.71 "]
= R
?' Om . 27 . 17 . 01 . 31 K
2 ONK -.46 -.70 -1.14 -.63
'F ON‘F -056 -46 -8.30 -5029
- oM _ .55 .27 .11 .29
£~ oxF -.17 .04 -.29 -.86
b N
OxM .28 .26 W42 .73
4 oM .24 .25 .68 2.14
3
] /3 .197 .135
?! -
s Yy .058 .038 }
S v .169 .160
p . K
[ v .099 .007 ’
. 4 F =
ax Ty 473 .660 :
- 1
b .
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Generally, the results are similar regardless of how technology is
measured. The own price elasticities are always negative, and typi-
cally, the larger the share of an input in total cost, the smaller the
own elasticity, perhaps signifying that less substitution is possible

for relatively more important inputs.

The cross-substitution elasticities generally show that production
and nonproduction labor are highly substitutable and that nonproduction
labor and capital are cdmplementary. Materials substitute with every-
thing else, though usually at a relatively small degree. For production
labor and capital the results are mixed and depend upon the technology
measure. Generally, the labor-capital substitution elasticity is small
and may signify a fixed coefficient production technology in the short

run (i.e., at fixed technology) between labor and capital inputs.*

Empirical Results--Scale

The estimates of the scale paraneters are presented in table 2. 1In
steel, the parameters are very similar, regardless of the technology
measure used. Our discussion concentrates on the time-trend version in
both industries though there are some differences arising in the
regression for autos (in particular the reversal of signs for the labor

and capital inputs).

* The own and cross elasticities of substitution relates directly to the

stability of the cost function. For further discussion, see [21].
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TABLE 2

SCALE PARAMETER ESTIMATES

Steel Autos
Time Direct Time Direct
Scale parameter trend measure trend measure
g TLg .008 .023 .014 ~.020
: (.80) (2.12) (1.29) (-2.31)
. Yng -.019 -.013 -.009 -.013
e (-3.91) (-2.17) (-1.92) (-3.08)
&
g YKQ -.052 ~.064 -.082 .007
[ (-3.51) (=4.45) (-2.91) (.65)
E YrQ .007 -.003 -.001 .001
re (1.47) (-.78) (-.93) (1.04)
. - YMQ .056 .057 .078 .025
(2.27) (2.25) (2.58) (1.65)
YoQ .012 .038 .093 .018
(.11) (.23) (.48) (.22)
Tqe .001 117 .012 .118
.63 (1.17) (1.27) (2.73)
Scale elasticity }
b ) -
;}  (VQ) .77 72 .84 .78 i
% 3
! 1
o :
" :
!'_, ,
re .
F
}
[ @ .
bA
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The computed scale elasticity (VQ) shows that both industries
exhibit increasing returns to scale, regardless of how technology is
measured. Under the usual interpretation, the parameters used in the
calculation of VQ measure how it changes in response to changes in the
exogenous variable, The positive coefficient for QT in autos means
that a change in technology (as measured by a higher proportion of
transfer machines) moved the industry toward lower scale economies. 1In
a similar manner, a negative YRQ (for all cases but the direct measure
in autos) implies that increases in the price of capital moved the

industry to expansion paths characterized by greater scale economies.

Because the YiqQ appear in the share equations and multiply output,

they may be used to identify factor inputs whose quantities move less
3lnX
than proportionately with output. For example, consider siaal

derived earlier in equation (11):

alnX1 ) YiQ .y
3lnqQ Vi Q
where == = 31nV,k/31nQ (since 3V,/31nQ = v, ) . The assumption of
Vi i i iqQ

constant returns to scale means that VQ = ] and Y1Q for every 1
must equal O. This, in turn, means that alnxilaan = | go that all

inputs must adjust proportionately with output.

alnX
A finding that 3THG£ = ] for some inputs does not mean that
returns are constant, however, If vig and VQ are estimated
i
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independently, they may sum to ! even though returns are not constant.

. For example, when we use the time trend measure of technology for steel "
" dlnX -
- and autos, the g for production labor, fuel, and materials are

close to 1, particularly when their respective Yiq are significantly

positive. But the VQ shown in table 2 are about .80, not 1. When

31lnX
estimated in this way, without assuming CRS, g is sometimes far R
from 1. For example, capital adjusts less than proportionately with -

output in both industries, giving 31nK/31nQ values of .47 and .33, .for

steel and autos, respectively.

VQ is usually interpreted as a measure of returns to scale in the .
production process. It also represents the degree to which overall

factor inputs move with output. To show this, it is helpful to go back
3lnC

| L R
Actacadia dieaars e dad

to the derivation of VQ (which is simply EIEE) from the definition of -
total cost, C = L P X . It follows that f;
- Y

X ot

x TP 1 g

aQ i"1i 3Q )

‘_ﬂ

)

or after some simple manipulationm, t%

atnc _ . "1 MKy )

= A — R *
Vo " 3nq " % ¢ 3Tmq " EiVifiq -

* Substituting this relationship for V, in the calculation for j

alnxi/aan illustrates how the degree of adjustment for input i is in ,
e some sense, a deviation away from the average adjustment for all inputs; 44
1
1
1
\
f

Yy T

the measure of this deviation being YiQ/Vi'
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To the extent that factors that do not adjust proportionately with
output are present, VQ will be less than one. Though the presence of
inputs that do move proportionately with output will move the calculated
value of VQ closer to one, it is because the capital stock changes
slowly in the time trend regressions that VQ ends up with a low
value. In a similar way, the regression on the direct measure of
technology for autos implies that labor adjusts more slowly than does
capital, and both adjust less than proportionately with output. Thus,
both industries are characterized by VQ < 1, which we attribute to the
presence of fixed factors, as well as any possible decreased cost

associated with increased output.*

Empirical Results--Technical Change

Allowing for nonconstant returns is particularly important if the

rate of technical change V and the individual technical change

dT
T dt
parameters Y;r are to be estimated without bias. As we have seen,
3lnX
Vr and yjr are elements in the expression of 37 which we term

the partial effect of technology.

* To determine the importance of scale and the presence of quasi-fixed
factors, two variants of the model were also run. For steel, the
assumption of CRS did not change most parameters very mu:h, the excep-
tion, of course, being the vy .8 (assumed to be zero). Also the rate of
technical change was higher (as expected). For motor vehicles, a model
allowing for quasi-fixed factors was developed and estimated, but the
results concerning technical change were similar to those presented
here. See [21] for more details, as well as an example of an industry
(aluminum) for which a large quasi-fixed capital stock did affect the
estimated results for the scale elasticity and rate of technical change.
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3lnX,
To interpret ’ST“i’ we first focus on the empirical results for

Ve and the YiT shown in table 3. In the time-trend regressions, the
parameters Yp., Yye» Yge» YFpo and Yy Deasure the effect of tech-
nical change on a factor input, since these parameters appear in all
share equations as the coefficient on time (technology). Thus, vYp.,
for example, measures the effect of technical change on labor's share
(vpe = vy /3t). If time has a negative effect on labor's share, it is

considered to reflect labor-saving technical change.

Both industries have experienced strong labor-saving technical
change. The estimates were statistically significant for production
laior in both industries and for nonproduction labor (significant only
f;r steel), Technical change is capital-using, although more so in
steel than in autos. While there is little evidence of labor-capital
substitution, holding output and time (technology) constant, technical
change is labor-saving and capital-using over time. It appears that the
substitution of capital for labor occurs with later vintages of capi-
tal. In other words, newer capital displaces labor more than did older

capital, regardless of the short-run substitution possibilities.

There was almost no technical change in steel for the period
studied while technology in autos advanced at an average of almost
1.8 percent a year. Since steel has been an industry in decline for
many years, showing low rates of TFP growth, it is not surprising to

find little technical change.
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TABLE 3

TECHNICAL CHANGE PARAMETER ESTIMATES

Steel Autos
Technical change Direct Direct
Parameters Time trend measure Time trend measure
YLT -.003 -.128 -,003 .003
(-10.95) (-12.26) (-4.01) (.61)
YNT -.0005 -.029 -.0003 .0008
(=3.60) (~5.49) (-.99) (.47)
YKT .003 .098 .003 -.022
(6.82) (8.2) (1.91) (=-3.38)
YFT -.0002 .007 .0002 .002
(-1.05) (1.76) (2.48) (5.73)
YMT .0007 .066 -.0001 .0l6
(1.28) (3.45) -.09) (2.65)
(.63) (1.17) (1.27) (2.73)
YTT .0009 .419 -.002 -.208
(7.07) (2.10) -4.,04) (-6.82)
Rate of technical change
Vr .0022 -.10% 1.79% 1.40%
-23-
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With the direct measure. the results for steel are essentially the
same.* The rate of technical change is still insignificant at -.l

percent a year on average.

For autos, the results derived when the direct measure is used are
different from those derived with the time trend. While the individual
parameters imply very different kinds of input biases arising from
technical change: Technical change is labor-neutral, not labor-saving;
capital's share decreases with new technology, which is different from
previous results; strong fuel-using technical change is gtill evident,
but now there appears to be strong material-using technical change. The
value of ypp still implies that cost savings increase with new tech-
nology, but Yqr is now significantly positive. This finding implies
that increases in output lead to decreases in rates of technical
change. Thus, in a number of ways, the results differ with the use of a

direct measure of technology in autos.

Turning back to our discussion of the technology elasticity (under
the time trend specification), it measures the effects of new technology
(as measured by time) on the quantity of input demanded, when input

prices and output are coustant. Repeated below, it is:

alnXi ( YT )
aT v T/ °

* The coefficients under the direct measure specification can be

transformed into equivalent units by multiplying by dT/dt.
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This relationship implies that input use is reduced with positive rates
of technical change, but this effect is increased by input-saving
technical change (yyp < 0) or decreased by input-using technical change
(yjp > 0). What the elasticity illustrates is that if vy;p = O,
implying that there is no bias either away from or toward a particular
factor, then technical change, represented by an inward shift of the
isoquant at constant relative prices reduces all input use by the

overall rate of technical change, VT'

Later in the paper, we will calculate the values of the elasticity
for the labor input in both industries and with both measures of tech-
nology. Here, let us illustrate the use of the elasticity focusing on
the average change in labor and capital over time. Steel had virtually
a zero rate of technical change. Using Yo and YgT from the
regression, the (calculated) value of alnXL/Bt is -1.72 percent on
average and for 3lnXg/dt, it is 1.78 percent. Autos had a mean value
of VT %% of just below 2 percent per year. Coupled with our finding
of labor-saving and capital-using technical change (i.e., Yt < 0 and
YRT > 0), there is relatively greater reduction in the use of labor,
about -4.2 percent while capital barely increases at all, about .l

percent on average. To the extent that time represents technology,

labor does get displaced by new technologies.
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The Explanation of Productivity Growth -
Empirical estimates of VQ and Vr enable us to determiné which é
component of productivity growth--i.e., the scale related component j
(1 - VQ) dinQ/dt or the rate of technical change V.r %% —has j
contributed more to changes in productivity over time. i
These two components of productivity growth for steel and autos are ?
shown in table 4 using estimates derived from the time trend regres- :
sions. The components were estimated for three subperiods as well as ]
for the entire time period. In steel, the estimated productivity growth ﬁ
for the 1959-77 period is made up almost entirely of the scale com-~ .
ponent; technical change, as we have seen, is close to zero on aver- ;
age. When the subperiods are calculated separately, the scale related %
component and the rate of technical change decrease over time. Indeed, }
over the 1974~77 time period, both contributed to a substantial decline
in productivity, which averaged about ~1.4 percent per year. g
The pattern in autos is different. The rate of productivity growth :
averages just over 3 percent a year for the entire period. Growth was ﬁ
rapid in the earlier period, fell in the middle periocd, and rose at the ]
end. The scale component decreased throughout whereas the rate of
technical change increased throughout, attaining about a 3-1/3 percent j
growth rate over the last period. This occurred as the contributions 5
arising from scale fell close to zero. |
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TABLE 4

CONTRIBUTIONS OF SCALE AND TECHNICAL
TO PRODUCTIVITY GROWTH
(STEEL AND AUTOS)

Average Rate
of Productivity

CHANGE

Technical Change

Growth (2) Scale (%) (%)
Time Period Steel Autos Steel Autos Steel Autos
1959-1977 .55 3.03 «55 1.24 .002 1.79
1959-1965 1.97 3.66 1.55 3.04 .42 .62
1966-1973 .27 2.35 .39 .31 -.12 2.04
1974-1977 -1.39 3.29 -.90 -.04 ~.49 3.33
-27-

o aoa

PPN Ry

o
e
o3
<

.

0

1

<
R
EJ

.
a-a_alelgan 1

r

IR SR

L)




W ——— —p——— A Il S et et o e Seas g T v F
e a4 — p—— T " - 5 ™ w

CHANGE IN LABOR DEMAND OVER TIME

The completion of econometric estimation for all five industries
allows for the direct calculation of how changes in input prices,
output, and technology affect employment. We measure the effect on
labor in each year arising from a change in some exogenous variable like
technology, when other exogenous variables were being held constant.
The sum of the partial effects approximates the total change in labor
for that yéar. The estimated results for both industries are averaged
over time and presented in table 5. To illustrate their interpretation
in the time trend version of steel, production worker man-hours would
have declined about 2.05 percent a year because of increases in the wage

(holding other input prices, output, and time comnstant).

The results for steel are practically insensitive to the measure
used to represent tecgnology. In both cases, advances in technology led
to an average rate of decline in labor demand of about 1.70 percent per
year. While this may seem large, it.was less important than increases
in workers' wages (regardless of how technology was measured). On the
other hand, demand for production workers was increased by increases in
the wages of nonproduction workers (since production and nonproduction

workers are highly substitutable) and by increases in output.
In both industries, a change in the price of capital, fuel, or
materials, holding other things constant, would only marginally affect

employment although the sum of the three effects increased it.
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Because the parameter estimates are different, the two measures of
technology give different results for the auto industry. The implica-
tions and directions of effect are the same, however, even if magnitudes
differ. First, for the time trend, the own price effect causes a
decline in employment of about 1.l percent a year; changing technology
leads to an even greater decline of close to 4 percent a year. Overall,
however, employm-nt increases on average almost 2-1/4 percent, because

of output changes and increases in the wage of nonproduction workers.

When the direct measure of technology is used, labor's own wage has
a larger effect than in the time trend case-—about negative 3 percent.
Advances in technology still have a negative effect, but the effect is
about one-third the size as when the time trend was used. The total
effect of these two variables on labor is about the same for both the
time trend and the direct measure. Changes in output and nonproduction
worker wages are still most important in increasing employment, although
the total is now slightly less than the time trend results. A further
difference is that the effect of changes in capital's price 1is now
positive, reflecting the estimated substitutability between labor and
capital; in the time trend regression, labor and c;pital were found to
be slightly complementary. The effect is small, however, and it is more
likely that capital and labor are used in roughly fixed proportions in

the short run (i.e., for fixed technology).
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THE TOTAL EFFECTS OF TECHNOLOGY ON LABOR

We stated at the outset that technical change reduces the total
amount of inputs needed to produce a given level of output, but by
shifting the supply curve downward, it may, in balance, lead to an
increase in employment.* The final level of labor demand depends upon
which of the two effects of technology (i.e., substitution away from
labor versus greater demand for labor to produce more output) is

larger,**

To measure this second effect, we use some of the findings reported
above in a simple model that relates output changes to changes in
industry technology. We assume there exists a domestic preduct, Q,
and a competing import, M. They are not perfect substitutes in use and
some finite elasticity of substitution o exists that measures how
relative demands depend upon their relative prices. Changes in industry
technology can affect domestic output prices though we assume that

import prices are exogenous to our model,***

* The downward shift in supply means we move along the demand curve.
This implies that the demand elasticity will be of crucial importance in
the calculation.

** There is, in fact, another possible effect. Positive rates of
technical change in one industry may also lead to lower costs and higher
output in a second industry. Technical change in an industry whose
products are used as material inputs in another (e.g., steel in auto
production) may lead to lower prices in both, causing output and
employment to rise in both. The computation of this effect for the
second industry would be given by epy * Vﬁ * dlnPy,;/dT where is
the share of input j 1in total materials cost and ; is its prige.
This effect seems extremely small, and we ignore it in the following
calculations.

*#%% Since this type of model is dependent upon informetion that is
outside the scope of our econometric work, we draw upon estimates of the
relevant parameters from the economic literature.
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The Model
We begin, as before, with the cost function. Now, however, we are
interested in changes in cost arising from new technologies. Since
input prices are not dependent upon technology, changes in the logarithm
of cost may be written as follows:
d1nC dlnQ

at "~ Y9t " Vr- (13)

Output in the domestic industry is dependent upon its own price PQ and

other exogenous factors X. This is given by the relationship

Q= Q(Pq, X) . (14)

We assume PQ is dependent upon industry technology but that X is

not. From the functional relationship in (l14), we obtain the following

equation:
dlnP
dinQ _ _ . ___Q
aT "G (15)

The parameter n represents the elasticity of demand of domestic
output Q. In turn, n can be shown (see Armington [2] for one deriva-
tion) to be dependent upon the elasticity of substitution o and the

elasticity of demand £ of the aggregate product Y. Formally, the
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value for n is given by: ;4
n = (osM + &(1 - sM)] (16) ]
’ 4

where SM = share of imports in total demand and -§ = elasticity of

demand for the aggregate product Y.

b4

We -continue to assume that PQ = C/Q, which means that domestic .j

price is equal to average cost. The percentage change in price due to h

R

- 4

changes in technology is given by: P

dlnPy _ dinc _ ding (a”n =

dT dT dT ° ;5

)]

Substituting for dlnC/dT from equation (15) and rearranging yields -]
d1lnP

Q - _ dlnQ _
T Vo=V T - Vg

danG

Sl 3 (18)

Equation (18) says that the change in price is equal to the negative of

_i

the change in industry productivity. If productivity were to increase

l. |

by say, one percent, there would be a fall in the price of industry f

s RE!
y output of one percent. o
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‘ !
p 4 !:
F 1
- ]
3 “
@ -33- )
Y R
L - D G o a e e ta L S e i e 2o s a_a - - LY ISR ST S e .Am._..,_.....;._.._-.._nh;..-.‘.a..,_.‘mn]l




Ty ryy v v T
a L

Yy v v

L

TTT— L dean a e B e d 2 an D Sranh un e e e e e i

We now substitute back in equation (l5), which relates output and

price changes. Using equations (15), (17), and (13), and then solving

for dlnQ/dT, we obtain

dlng _ "y

dT 1 -n(x-vQ) . (19)

Equation (19) relates the percentage change in output arising from
a change in technology to the industry's elasticity of demand, rate of

technical change, and degree of scale economies. This growth rate

depends positively on the demand elasticity and technical change. If
VQ = 1, that is, the industry is characterized by constant returns to
scale, then dlnQ/dT = “VT° 1f VQ is less than one, then movements
toward constant returns (i.e., VQ + 1), lead to a slower response in

output changes from increases or improvements in technology.

To relate equation (19) to the labor input, we follow the same

procedure described above to derive an expression for dlnL/dT:

Y nv Y
dinL _ 'Lq T LT _
dT (vL +* V) TS 7 + v, Vr - (20)

The output effect of technology is given by the first term on the
right-hand side of (20). If there is a technical change, price will

fall, and output and employment will rise. The second term, which was

discussed earlier, represents the partial effect of technology.
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Results

Table 6 presents the average values of the the output, partial, and
total effect of technology over the 1959-1977 period.* For steel, the
output effect is negligible regardless of how technology is measured.
This is due to the (almost) zero rate of technical change in steel.
Employment is reduced by just over 1.8 percent a year.

TABLE 6

THE EFFECTS OF TECHNOLOGY ON LABOR?
(A1l Industries)

Output Partial Total
Industry (Measure of Technology) effect effect effect
Steel (Time Trend) -.0014 -.0172 -.0186
Steel (Direct Measure) -.0017 -.0166 -.0183
Autos (Time Trend) .0234 -.0370 -.0136
Autos (Direct Measure) .0135 -.0126 .0009
3For values of , g, and £, we relied on [16] for steel and [29] for

autos. The values used for o and & as well as the mean value of Sy
are provided below:

Steel: o = 5.9, £ = 34, SM = 12

Autos: o = 2, g =1, SM = .12 .

For autos, the output effect is important and differs slightly in

magnitude depending on which measure of technology is used. The output

.......

* In reporting results, we really calculate the value digL %%~ This is

needed when T represents the direct measure in order to make the units
correspond to per year values.
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effect is almost twice as large with the time trend as in the direct
measure case (a result of a larger £LQ and Vp and lower VQ). The
partial effect, on the other hand, is about three times as large and so
the total effect remains negative. The direct measure results illus-
trate how the output effect may be even larger than the partial effect

and so, the net effect of technology becomes slightly positive.

CONCLUDING REMARKS
Technical change has two effects on employment. the partial or

substitution effect and the indirect or output effect. Much of this

PR WO PP PN

paper has dealt with obtaining better estimates of the substitution

bk

effect, i.e., the employment change due to new technologies when output o)
is held constant, by use of an econometric model. An important
consideration in developing the model was that it allowed us to

distinguish the effects of technical change from scale economies.

The substitution effect was negative in both steel and auto

industries, regardless of the measure of technology. The effect was

PUREPIPOINST U U S T R DR Y,

stronger in the auto industry, which experienced substantial, and D]
growing, technical change over the period. Steel, with virtually no :
technical change, still experienced labor displacement due to new

technology, but this apparently was solely the result of the. (3

installation of less labor intensive production processes. S
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We also compared the results and the implications for employment
demand when alternative measures of technology (the time trend and a
measure of new process innovation) were used in our models. In general,
the way in which we measured technology did not affect the results very
much; the conclusions were substantively the same. Economists typically
measure technology with a time trend; our results indicate this may be a

reasonable simplification.

The degree of labor displacement is potentially lessened by the
output effect of new technology. Changing or new technologies may lead
to lower output prices and increases in output demanded. This leads, in
turn, to increases in employment. Though insignificant for steel (since
technical change was near zero), we found that, for autos, the output
effect led to growth in output and therefore employment growth that
counterbalanced some of technical change's labor-saving character-
istics. The overall decline in employment due to technology, once both
the output and substitution effect are accounted for was relatively
small and did not typically move in great jumps from year to year.

Rates of normal labor turnover, i.e., turnover due to retirements and
quits, are usually higher and could handle the declines in employment

caused by changing technology.

-37-

-y
Roa’aloon’ats’ b o

e

' .4
dsinaiiob £8cedinibodand:

|
P IPUrr W IR




(1]

(2]

(3]

(4]

(5]

[6]

(7]

(8]

(9]

(10]

(11]

REFERENCES

American Iron and Steel Institute. Annual Statistical Report,
Washington, D.C.

Armington, Paul S. "A Theory of Demand for Products Distinguished
by Place of Production.” IMF Staff Papers, Vol. 16, March 1969,
pp. 159-76

Ashburn, Anderson. "Detroit Automation.” Annals of the American
Acadeny for Political and Social Science, Vol. 340, pp. 21-28,

March 1962

Barten, A.P. "Maximum Likelihood Estimation of a Complete System
of Demand Equations."” European Economic Review, pp. 7-73, Fall
1969

Berndt, Ernst; Fuss, Melvyn A.; and Waverman, Leonard. "A Dymamic
Model of Costs of Adjustment and Interrelated Factor Demands, with
an Empirical Application to Energy Demand in U.S.

Manufacturing.” UBC Discussion Paper #79-30, August 1979

Berndt, Ernst R. and Khaled, Mohammed S. “Parametric Productivity
Measurement and Choice Among Flexible Functional .Forms."” Journal
of Political Economy, pp. 1220-1245, December 1979

Carlson, Rodney, L. "Seemingly Unrelated Regression and the
Demand for Automobiles of Different Sizes, 1965-75: A
Disaggregate Approach.” The Journal of Business, Vol. 151, No. 2,
pp. 243-262, April 1978

Caves, Douglas W.; Christensen, Laurits R.; and Tretheway, Michael
W. "The Flexible Cost Functions for Multiproduct Forms."
Manuscript, University of Wisconsin, August 1978

Charles River Associates. Cost -Benefit Analysis of the Effects of

Trade Policies on Product and Labor Markets in the U.S. Automobile

Industry, Report to the Bureau of International Labor Affairs,

U.S. Department of Labor, Oct. 1975

Christensen, Laurits R. and Jorgenson, Dale W. "U.S. Real Product
and Real Factor Input, 1929-1967." The Review of Income and

Wealth (Series 16, No. 1), pp. 1950, March 1970

Christensen, Laurits R. and Green, William H. "Economies of Scale
in U.S. Electric Power Generation.” Journal of Political Economy,
Vol. 84, No. 4, pp. 655-76, August 1976

-38-

L.

Py FT VR RE

ot ot

PPT W NP

PN PP O Py e S

ol

e bnd

U




... .ﬁ_,.,___g.f,r.r.rv-‘wf,n PP

r,ﬁrf
e

(12]

[13]

[14]

[15]

{18}

(17]

(18]

[19]

(20}

[21)

REFERENCES (Cont'd)

Friedlander, Ann F.; Spady, Richard H.; and Chiang, S.J.Wang.
"Regulation and the Structure of Technology in the Trucking
Industry.” In Productivity Measurement in Regulated Industries
{Thomas G. Cowing and Rodney E. Stevenson, eds.), pp. 77~106,
Academic Press: New York, 1981

Gold, Bela; Rosegger, Gerhard; and Boylan, Miles G. Evaluating
Technological Innovations: Methods, Expectations and Findings,

Research Program in Industrial "Economics, Case Western Reserve
University, 1979

Gollop, Frank M. and Roberts, Mark J. "The Sources of Economic
Growth in the U.S. Electric Power Industry.” In Productivity
Measurement in Regulated Industries (Thomas G. Cowing and Rodney
E. Stevenson, eds.), pp. 107-143, Academic Press: New York, 1981

Gollop, Frank M. and Roberts, Mark J. “Environmental Regulations
and Productivity Growth: The Case of Fossil-Fueled Electric Power
Generation.” Department of Economics, Pennsylvania State
University Working Paper, May 1982

Jondrow, James M. "Effects of Trade Restrictions on Imports of
Steel.” The Impact of International Department of Labor, Bureau
of International Labor Affairs, Washington, D.C., pp. 11-25

Jorgenson, Dale W. and Fraumeni, Barbara M. “Relative Prices and
Technical Change.” In Modeling and Measuring Natural Resource
Substitution (Ernst R. Berndt and Barry C. Field, eds.), pp.

17-47, MIT Press: Cambridge, Mass., 1981

Jorgenson, Dale and Griliches, Zvi. "The Explanation of
Productivity Change.” Review of Economic Studies, Vol. 34, pp.
249-283, July 1967

Karlson, Stephen H. “Modeling Location and Production: An
Application to U.S. Fully-Integrated Steel Plants.” The Review of

Economics and Statistics, Vol. LXV, No. 1, pp. 41-50, February

1983

Kmenta, Jan and Gilbert, R.F. "Small Sample Properties of
Alternative Estimates of Seemingly Unrelated Regression.” Journal

of the American Statistical Association, pp. 1180-1200, December

1968

'Levy, Robert A; Bowes, Marianne; and Jondrow, James M. "The

Adjustment of Employment to Technical Change.” Forthcoming

-39~

-

.
Y

F Y

.
P

-ta '-;-l: ;A-’g'_A';’J;._‘

| S S




(22}

(23]

[24]

[25]

[26]

(27]

(28]

[29]
;" [30]
¢
: [31]
%
rd {32)
! [33)
g
y
=

REFERENCES (Cont'd)

McGannou. Editor. The Making, Shaping, and Treating of Steel,
ninth edition, United States Steel, 1971

Mohr, Michael F. "The Long-Term Structure in U.S. Manufacturing
Industries.” in New Developments in Productivity Measurement and
Analysis (John W. Kendrick and Beatrice N. Vaccaro, eds.), pp.
137-238, The University of Chicago Press: Chicago, Ill., 1980

Moroney, John R. and Trapani, John M. “"Alternative Models of
Substitution and Technical Change in Natural Resource Intensive
Industries.” In Modeling and Measuring Natural Resource
Substitution (Ernst R. Berndt and Barry C. Field, eds.), pp. 48-
69, MIT Press: Cambridge, Mass., 1981

Moroney, John R. and Toevs, Alden L. "Factor Costs and Factor
Use: An Analysis of Labor, Capital, and Natural Resource
Inputs.” Southern Economic Journal, pp. 222-239, October 1977

Oster, Sharon. "The Diffusion of Innovation Among Steel Firms:
The Basic Oxygen Furnace.” Bell Journal of Economics, Vol. 13,
No. 1, Spring 1982

Peirce, W.S. "The Ripple Effects of Technological Innovation:
The Case of Iron Ore Pelletizing.” Omega, Vol. 2, No. 1, 1974

Stevenson, R. "Measuring Technological Bias.” American Economic
Review, pp. 162-173, March 1980

Toder, Eric with Cardell, Scott. "Effects of Trade Barriers on
the U.S. Automobile Market.” 1In The Impact of International Trade
and Investment on Employment, U.S. Department of Labor, 1978

U.S. Department of Labor, Bureau of Labor Statistics.
"Technological Change and Manpower Trends in Six Industries."”
1974

Uzawa, Hirofumi. "Production Functions with Constant Elasticities
of Substitution.” Review of Economic Studies, pp. 291-299, 1962

White, Lawrence J. The Automobile Industry Since 1945, Harvard
University Press, Cambridge, Mass., 1971

Wills, John. "Technical Change in the U.S. Primary Metals
Industry.” Journal of Econometrics, pp. 85-98, April 1979

-40-

O Y

-y
Laoa

s




a
L
>
INDEX TO PRI PUBLICATIONS .
- -
H CR. s+ An Evaluation of <he GNP Deflatos 318 & Pasis for Al usting the Allowable Price of Crude Jil, James M. Jondrow
k= ¥ and David E., Chase, February [97/.
. Cre 31} Losses t> Workers lispleced by Plant Clrsure or layorfl: A Survey of the Literature, Arlene Holen, Noveabe:
. 1976,
- CRC 336 The Economic Effects of Envirormen:tsl Sxpendilures on the Constructions Industs,, James Jondiow, Davig Chase, .
PN Christopher Gamble, Louis Jacobson, Robert livy, Bruce Vavrichek, Sentember 13979,
. CkS 349 The Unemploymen: Insurance Tax and Labo: Tirnover: *n Bmpirical Analysis, Frank Brechlin, &nd Christopher Y
Moo Jehn, April 1978, '
M CRC 143 The Tax Base cf the U.<. Unemplcyme it Insurance Tax: An Empirical Analysis. Fratk Brech'ing, Aprtl 1975, .
E CRC 6~ The Juit Rate as o Mecasure of Job and Pay Cumparability, Frank Brechling and Louis Jacobson, August 1873, -
CRC 385 Earnings Loss DPue to Displacement, 'anet Thomason and Louis Jacobsou, August 1979,
9 CRC 3o Do Finances Inflvence Airline Safety, Miintconance, and Service? David R. Graham and Mariacne Bowes, April .
r 1979, T
3 CRC 283 The Economics of Rosedr=h and Development, lawrence Coldberg, Cotober 1979, .
L CRU wi4 Tares on Factors of froducr:on: Their Effects on Factor sroportioas and Inflation, Marienne Bowes, Frauk ~}
b Brechling, Kathleen Classen Utyoff, and Bruce Vavrichek, December 1979, :
. CRC 419 Ladbor Adjustaent to Imports Undar Rationsl Expectations, Robert A. Levy and James M. Joudrow, September 1980, i
- CRC %2 Tirnings Losses of workers Displaced by Flant Clesings, Arlene Holen, Chriastopher Jehn and Robert Trogt, ‘?
¢ December 1981 -~
‘ CLtC <31 Lvaluating Tax Systens for Financing the Uneaploymen: Insurance Prograin, Marianne Bowes, Frank P.R. Brechling, :
t an' Kathleen P, Utgeff, June 1980, :
(eC 4o Using Quit Rates to Set orpensation lavels in the Public Sector, Kathleen €. Utgoff, January 1981, .
: CRL w5 The Value of Stadle Employmeat as Inferred From Market way -3, Robert P, Trost, Februsry {980, b
] CRE La vost Differcaces {n Publi: and Pravate Shipyaids: A Tase Study, Marianne Bowes, October 1981, B
X CRC &5 The Eftect of NI Administrative Scroening on Job Search, Louis Jacobson and Ann Schwarz-Miller, June 1982. K
CRC 45?2 The Availability of Admi-istrative Data to Analyzs Trale Adjustment Assistance anl Displacenent, Janet _1
& Thomason and Louis Jacobson, September 1981, ¢
CRC 4548 Communitu Aspects of Lab:r Displacement, Louis Jacobson, January 1982, )
[" M1 ) The Earninjs ana Compensation of Workers Receiving Trade Adjustment Assistance, Maureen Cropper and Louts ud
Jacobsoa, Februsry [982. q
CRC +6] Av:rlability of Matchable Exployment and Healrh Data, Payl Feldman, March 1982, !
- Pr olos Cffects of Trade Restrictions on Ingpor's of Steel, James M. Jondrow, November 1976. )
- PP lob wny It's Difficult to Change Reguiation, Paul Feldman, October 1976, i
- PP &Y farnings Losses of Workers Uispla~ed from Yanufacturing Industries, Louis S. Jacobason, November 1976. J
L PP oS 4 Time Series Analysis of Labor Turrover, Frank P, Brechling, December 1976, '«!
’ PP oU7n Puolic Druy Trestment and Addict crime, B.B. lovine, N. Sprufll, and P.H, Stoloff, March (977, S
PP 192 Effe.ts of Unemployment Insury.ce Entitlemert un Duration and Job Sesarch Outcome, Arlene Holen, August 1977. '}
PP 43 3 Yodel of Unemployment Insurance and the Work Test, Stanley A. Borowitz, August 1977, I
P 195 The Effect of Unemploun:at Iasurance on the Duration of Unemplcoyment and Subsequent Farnings, Kathleen P.
Ciasser, August 197°. 1
Py .65 Unerpl- yment Insurarce Taxes and Labor Turnover: Summary of Theoretical F:ndings, Frank Brechling, Avyust ’
B
PP 192 The Distributional Stfects of Unemplcyment lasurance, Kathleen P, Classen, Septemher 1977, 1
PP oL0? Why Regulation Do~sa't Work. Paul Feldman, September 1977,
bp 20} Efficiency, Distribution and the Rcle ~f Sovernment in & Market Economy, Paul Feldman, Septeaber 1977,
Py 32 ~an Policy Chanjes Be Made Acceptable to Labor? Louis S. Jacobson, August 1978, p
FP 0233 An Alterrative Cxplanation of the Cyclical Pattern of Quits, Louls S, Jacohson, October 1978,
PP e Does Federal Expenditure Displace State ind Local Expenditure: The Case of Sonstruction Grants. James jonirow
Revised and Robert A Levy, October 1979, ¥
PP 278 Unemployment Insuras.e and The Unemployment Rate, Xathleea Classen Utgoff, Nctober 1978, N
P 24t Layo!tfs and lremployme-t Insurance, Frank Brechling, February 1979, .
br ot Taxes ::d Inflation, Frank Brechling end Kathleen Classen Utgoff, November 1979, .
[ PSR The Response of 5tate Sovernment Receipts to Economic Fluctuations and the Aliocation of Countar-"y-lical
Fevenue Sharing Craats, Robert G, Vogel and Robert P, Trost, Deceaber 1979. '
P g2 bator Adrustment 'nder Rdatioaanl Expectations, James M, Jondrow aand Robert A. levv, December 1980, .
P 299 waje lLeadersiip in Construction, James M, Jondrow and Robert A, Levy, Jan.ary 198]1,
FE 3 “n the Estimation of Tochnical Inelffiz.ency (n the Stochastic Frowtier Production Function Model, James
Jandrow and Peter Schmidt, January i981.
£ TN Techtitcal Change ani Empleynent in Steel, Aut:s, Aluminum, and Iron Ora, lames M. Jondrow, Robert A, levy and
_latire Highes, March 1981,
Py The Effsct of Imports on Erploymaert !'nder Ratjonal Expactations, Robert A, lLevy and lames M. Jondr-w, April
1931,
[ ] Ar. Bvaluatiosn of JI Junds, Martenne Biwes, Frank F,R. Brechling, and Kathicen P, Classen Utgoff, May; 198)1,
| The Optinum Sgend Limit, James Jendrow, Marianre Bowes, and Robert Levv, Mav 199},
FF 37 Frivatizing Airports :n Washington, D.C.. Paul Feldman, February 1983,
P 3’9 The Prico Diffarential Beotwren Domestic and Impo.rted Steel, Jages M. Jondrow, Dsvid E. Chase, and Ubrigtoper
. L. GCamble, May 19K},
. FY 3Ing The Ad-usiment cf Erploument to fechnical Change in tte Steel and Aut. Industries, Robert Ay levy, "1d iames

M. Ionirow, May 19813

SN WS ' ST BTy N

|
‘[.

’




BLC AN e
- o, s




